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1 Objective 
This research aims to raise awareness for the legal implications of traceability measures for AI-generated content. 
Indeed, a plethora of actors are currently contemplating the implementation of traceability methods, including 
watermarking, with a view to mitigating the risks emanating from generative AI. Although greater traceability levels 
could really benefit intellectual property rights and information integrity, it also presents certain risks. In fact, some 
initiatives introducing content traceability methods as a fix for AI-enabled issues have been met with skepticism. 
This was especially the case for digital watermarking, which remains a contentious area of research on its own. Critics 
warned about potential unwanted side-effects on datasets diversity, knowledge dissemination, and most importantly, 
the human rights of free speech and privacy. Hence, while traceability mechanisms for generative AI should be 
praised for their overall contribution to transparency, which has been elevated by the European High-Level Expert 
Group as a mandatory prerequisite to achieve AI trustworthy AI, outmost care should be exhibited by regulators 
tackling traceability in the context of AI-generated content and AI training data. This research attempts to explore the 
dichotomy surrounding AI transparency, showing that while increased transparency through traceability mechanisms 
can enhance accountability and trust, it may also inadvertently create tensions with human rights. 
2 Methods 
The research combines elements of evaluative and comparative legal research methods. It is evaluative in the sense 
that it mobilizes key legal rules to explore how they interface with traceability tools. It also features aspects of the 
comparative legal methodology in that it provides a comparison of existing laws establishing content labelling 
requirements. The arguments and ideas contained in the research draw from the relevant case law and literature from 
the fields of law and computer science. 
3 Results 
The research covered, in turn, AI transparency as mandated by the Law, the positive contribution of content and data 
traceability measures in terms of privacy and transparency, and the human rights risks associated with some of them. 
In doing so, the research offered helpful legal guidance to computer scientists seeking to develop content and data 
traceability tools at scale.                                                               
4 Conclusion 
It is now well-documented that generative AI has the potential to exacerbate information disorders. There is also a 
growing awareness that generative AI might contribute to copyright violations. As the world is entering a period of 
intense regulatory activity around artificial intelligence, it is crucial that the laws are designed so that the pursuit of 
transparency in AI does not clash with human rights. By exploring the concepts of AI transparency and traceability, 
and by applying a legal perspective on non-invasive methods such as metadata-based labelling, and more 
sophisticated ones such as digital watermarking, the research has demonstrated both the legal utility and limits of 
content and data traceability.  
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